
Problem 1: The Evaluation problem

input : HMM defined by X = [A, B,ii) and an observation sequence 0 = 0, 0, % ... Of

output : the probability of observing the sequence O given the HMM X : P(OIX)
ex 0 = aabcc( => 0 = 6

* If we have N States , there are NO possible sequences of states underlying the observation

sequence O

Let's define a few fundamental probabilities :

fixed

iPlobserving O given a sequence of States Q): P(0(Q] = P(o
, 191) P(0(92) ... P(o+ 19+)

= ba
,
(0) bar(82) ... bq+

(0+)
Plhaving a particular sequence of states Q) : P(Q] = Ng, Ag,920919s ... @gt-19T

Joint probability of 0 and Q : P(O, Q) = IPCOIQ] · P(Q]

POX)= PoQ] Pla= Taba
, (0) Agb(0).

O(NT) -> impractical
The Forward Algorithm (dynamic programming)

is defn 2 : forward variable

↑ <+ (i)=(0, 02 ...Ot , 9t=Si] =

probability of observing the first t observations and being in state :@ time+

1 initialization

&. (i) = Tibi (0)
,

IfiIN & compute for each state i

2 recurrence

[t() = [Gtilaij]b(oth) 1= tIT-1 ,JAN OINIT) because the < calculation

3 termination iterates through all is (IEIN),

P(01]= (i)
I

and we do the calculation

for all States ; (IE < N) for

Si each time + (1ItIT-1).

S * can arrive at state S; & time +l

· ans
from any state Si (IIIN)

Problem 2 : The decoding problem
input : HMM defined by X = [A, B,ii) and an observation sequence 0 = 0, 0, % ... Of

output : the most likely sequence of states Q = 9, 92 .. 95 given the observation

sequence o
,

The Viterbi Algorithm
- Stli)=mayat-1 P(91...,9 +,9t = Sil 0. 10n , ... 0 + ] : the most probable sequence of States 9, . . . .

, 9+-1 ?

1 Initialization:

8. (i)= TLibj (0 ,) 1IN

Y
,

(i) = 0 1 IN #backtracking
2 Recurrence :

St(j):[St(i)aij] bilot) IJEN , LetT

↑+(j) = argmax(Staij] IEN , 2 I also O(NT)
3 Termination :

p
+

= Mt [St(i)]
g* = argmax (St[i]
q

*
= state index

4 Backtracking:

q* = Yt+1(q
*

++1) t = T-1
,

T -2, ...,
2 ,

Q opt
= gg..


